
Can’t Touch This:
Rethinking Public Technology in a COVID-19 Era

Jennifer Pearson
Swansea University

Swansea, UK
j.pearson@swansea.ac.uk

Gavin Bailey
Swansea University

Swansea, UK
g.bailey@swansea.ac.uk

Simon Robinson
Swansea University

Swansea, UK
s.n.w.robinson@swansea.ac.uk

Matt Jones
Swansea University

Swansea, UK
matt.jones@swansea.ac.uk

Tom Owen
Swansea University

Swansea, UK
t.owen@swansea.ac.uk

Chi Zhang
Swansea University

Swansea, UK
chi.zhang@swansea.ac.uk

Thomas Reitmaier
Swansea University

Swansea, UK
thomas.reitmaier@swansea.ac.uk

Cameron Steer
Swansea University

Swansea, UK
c.d.steer@swansea.ac.uk

Anna Carter
Swansea University

Swansea, UK
a.r.l.carter@swansea.ac.uk

Deepak Ranjan Sahoo
Swansea University

Swansea, UK
d.r.sahoo@swansea.ac.uk

Dani Kalarikalayil Raju
Studio Hasi

Mumbai, India
daniel@studiohasi.com

ABSTRACT
What do pedestrian crossings, ATMs, elevators and ticket machines
have in common? These are just a few of the ubiquitous yet essen-
tial elements of public-space infrastructure that rely on physical
buttons or touchscreens; common interactions that, until recently,
were considered perfectly safe to perform. This work investigates
how we might integrate touchless technologies into public-space
infrastructure in order to minimise physical interaction with shared
devices in light of the ongoing COVID-19 pandemic. Drawing on an
ethnographic exploration into how public utilities are being used,
adapted or avoided, we developed and evaluated a suite of tech-
nology probes that can be either retrofitted into, or replace, these
services. In-situ community deployments of our probes demonstrate
strong uptake and provide insight into how hands-free technologies
can be adapted and utilised for the public domain; and, in turn, used
to inform the future of walk-up-and use public technologies.

CCS CONCEPTS
•Human-centered computing→ Field studies;Empirical stud-
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1 INTRODUCTION
Touch or tactile interaction is one of the most common technology
interface techniques, and has long been perceived as a robust—and
often the only—reliable method of communication between humans
and machines. While many home, personal or mobile settings are
beginning to support more “natural” interactions through speech
(e.g., smart speakers), motion (e.g., Kinect) or facial recognition
(e.g., face unlock), public-space interfaces are typically still reliant
on input from more physical, touch-based sources. Take, for ex-
ample, the extensive variety of common, essential public services
such as elevators, ATMs or pedestrian crossings, which currently
rely on physical components for use. From buttons and switches to
dials and to touchscreens, the majority of walk-up-and-use tech-
nology installations require some sort of physical contact – contact
which, until early 2020, was seen as a routine, reliable and perfectly
acceptable method of interaction.

The touching of shared devices and resources can, however,
provide easy routes for pathogens to spread. In the early days of
the COVID-19 pandemic it was found that the SARS-CoV-2 virus
can persist on surfaces for several days [9, 17, 64]. So, the once
relatively unconscious actions of calling an elevator or typing a
PIN have suddenly become far more perturbing, which has made
many people rethink how—or even if—we should be interacting
with such services going forward.
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Figure 1: Disabled or modified interactive public technologies are commonplace in the new COVID-19 world. As we report in
this paper, the potential risks and ongoing anxiety related to touching shared surfaces have, in many cases, resulted in user
avoidance or provider adaption of such interfaces.Whilemany of the examples shown here are perhapsmerely inconvenient—
for example, being unable to experience interactive exhibits, or having to use paper towels instead of a hand drier—others can
pose accessibility or safety issues. For instance, replacing public technology with app-based alternatives negatively affects
people without smartphones or those with low technological ability, while a refusal to accept cash disadvantages those with-
out bank accounts. Further, many public-space technologies such as pedestrian crossings or ATMs provide vital services and
therefore cannot simply be disabled in this manner.

There is no doubt that the COVID-19 pandemic has changed the
way we behave, and in particular how we interact with people and
objects, including these types of ubiquitous public utilities. While
more recent research has nuanced early findings and shown that
shared surface contact is rarely the cause of infection [14, 18], it has
also been shown that much of the general public are still comforted
by deep-cleaning [31, 39], with many so anxious that they entirely
avoid touching objects in public spaces [6, 62]. In the new world
of face masks and social distancing, it is understandable to feel
on-edge about the potential for harm from germs left by others.
This change in attitude puts into question whether the physical
contact required to use shared interfaces is worth the risk. As a
consequence, people may be attempting to adapt how they use these
services, or making the choice to simply avoid them altogether.

Unfortunately, however, the majority of such public interfaces
are not only very commonplace, but also often provide vital services,
or safeguard against potential dangers. Consider the requirement
in many places for a pedestrian to press a button to be able to stop
traffic and safely cross a road; or, how a wheelchair user is regularly
required to press various door and elevator buttons to navigate
around a building. Clearly, then, there is a trade-off between the
issues caused by adaptation or avoidance, and the risk of harm
posed by usage patterns that were previously the norm.

This situation has created opportunities for the development of
technologies that minimise touch and contact-driven interaction
with shared devices [23, 37].While advances in sensing and artificial
intelligence have enabled consumer products that can respond to
non-touch modalities, the underlying interaction paradigms have
not been widely studied in public-facing settings (as opposed to
specialised contexts such as operating theatres [35, 42] or with

personal technologies in public spaces [47]). As a result, we do not
know how usable, accessible, inclusive or effective these potential
solutions are.

The goal of this research, then, is twofold. First, we aim to under-
stand what impact the pandemic has had on pervasive touch-based
technology, by identifying how organisations and individuals have
dealt with these issues. Secondly, we create and deploy a suite of
touchless interfaces and augmentations that can either be easily
retrofitted onto or, if needed, replace entirely, existing public in-
stallations. As a result, this work provides a timely contribution to
the potential safety of public-space utilities and interactions for the
COVID-19 era (and indeed any subsequent outbreaks or pandemics),
but further, highlights to the CHI community the opportunity to
re-evaluate and shape the future of walk-up-and-use technology in
the long-term.

We begin by discussing the results of an ethnographic evalua-
tion in which we surveyed the current landscape of touch-based
interactions with public services. Drawing on these insights, we
go on to describe a set of touchless interaction probes we built and
deployed in public settings. We conclude by discussing avenues for
future exploration of this space.

2 BACKGROUND
Herewe review the landscape of touch-free interactive technologies,
looking at both generally-available and research systems, and their
use in public spaces. We begin, though, by contextualising our
research against the shift in behaviours caused by the pandemic.

One of the predominant modes of transmission of COVID-19
is thought to be exposure to respiratory droplets carrying the
SARS-CoV-2 virus. While in-air transmission has been shown to
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be most common, contact with contaminated surfaces (and subse-
quent touching of eyes, nose or mouth) has also been identified
as a risk [8, 66]. Even at the time of writing, 18 months after the
initial worldwide spread of the disease in early 2020, there is still a
lingering fear of touching things that others might have come into
contact with. One 2021 UK-wide study found that 40 % of respon-
dents strongly avoided touching things in public spaces because
of a fear of the virus [62], while another US-based survey found
that three in four commuters found deep-cleaning of public transit
comforting [39].

Considering this continued underlying public anxiety, it is no
surprise that significant attention is being paid to the cleanliness
of shared environments, particularly in places such as restaurants,
workplaces and shops. Most public-facing interactive services are
designed for use without human assistance, however, and conse-
quently the likelihood of regular sanitisation between uses is low.
While some alterations have been made to mitigate this (e.g., in-
creasing contactless payment limits), the majority of interactions
still require touching of surfaces that are seldom cleaned. Con-
cerningly, some of the current adaptations to such interfaces (e.g.,
app-based alternatives1) are inaccessible to less technologically ad-
vanced users, those without smartphones, or people with physical
or other impairments.

2.1 Touchless technology in widespread use
Current touchless technologies in public environments are most
commonly applied to support indirect or automatic interactions
(e.g., self-opening doors, pressure-sensitive flooring, etc.), so rarely
utilise natural user interfaces (NUIs), many of which are intrinsi-
cally touchless. More recently-developed hands-free NUIs such as
conversational interfaces, gesture detection or facial recognition are
becoming commonplace within private settings. While there has
been relatively little desire or need from companies or researchers
to incorporate such modalities into public spaces to date, we believe
the integration of NUIs in these environments has potential to help
reduce the spread of COVID-19 in the short term, but also provide
opportunities to shape the direction of walk-up-and-use technology
further in the future.

The commercial sector has been quick to respond to the pan-
demic with products offering modalities that re-frame previously-
typical interactions. For example, computer vision and contactless
payments are now being used to support touchless checkouts2. In
a world responding to the challenge of working from home and
hotdesking in the office, systems such as Backboard3 demonstrate
the potential for touchless interfaces using gestures for control.

Technologies such as SigmaHover4 and Soli [32] are aimed at
removing the need to interact with personal devices through touch
alone, instead sensing hand and face positions to trigger interactive
elements on a device. Similarly, devices such as theMicroBot Push5—
a small actuator that can be attached to existing buttons to trigger
them on-demand via an app—allow users to avoid touching a button
themselves. In contrast to physical adaptions that provide touchless

1E.g., https://goplus.shell.com, https://smartshop.sainsburys.co.uk, etc.
2https://www.mashgin.com/products/touchless-checkout-system
3https://backboard.tv/
4https://sigmasense.com/technology/sigmahover/
5https://microbot.is/collections/best-selling-products/products/microbot-push

experiences, companies such as Ultraleap6 are using mid-air haptics
and gestures to support interaction and replace traditional physical
controls. Finally, not all responses involve moving to a fully touch-
less experience – some have instead adapted existing options in
response to health concerns. For example, the HappyOrNot7 voting
feedback system has been expanded to support alternative meth-
ods of interaction, such as allowing personal devices to interact
with a platform in place of physical touch, while also providing
antimicrobial buttons to lessen the risk from touching surfaces.

2.2 Touchless interaction in research
Health and medical researchers and practitioners have long known
that touch can spread pathogens. While the added expense of
developing touchless interactions may have slowed progress in
other areas, the safety-critical nature of medical applications has
meant that this area has often driven research into hands-free con-
trols. For example, maintaining a sterile environment is imperative
when manipulating digital images during surgical procedures, and
touchless interaction methods have been proposed as a result [42].
While there have been workarounds over the years that use barrier-
methods such as the inside of a surgical gown to interact with
non-sterile peripherals [27], the field has moved quickly to con-
sider gesture-based approaches such as capacitive flooring [25] or,
more commonly, utilising affordable infrared sensors such as Leap
Motion or Microsoft’s Kinect [11, 35, 50, 51, 59] and implementing
command-based speech systems [2, 16, 46].

Explorations into touchless interfaces often look beyond the
way in which tasks are currently performed and instead rethink
the possibilities that new methods of touchless interaction may
open to users [43]. Recent examples from within the HCI field have
explored the use of light [22], sonar [41] and radar [32] as methods
of sensing touch on and around a device. Proxemic interactions [36]
explore the sensing of attention, often on a larger screen, tracking
both users’ positions and the number of participants to introduce
automatic interactions – such as stopping a video playing when
attention is drawn away from the screen. Touchless techniques for
interacting with wearable devices have also been explored to avoid
the need for dual-handed methods of interaction [60].

2.3 Public-facing touchless interface research
Techniques such as gesture recognition have been used to support
public displays [1, 24, 34], community engagement [19] and public-
based game settings [49]. Gaze-based interfaces have been em-
ployed within public settings to interact with large displays [28, 29]
and to infer attention while driving to determine points of inter-
est [26]. Touchless interactions within a public setting have also
been considered in a manner in which alternative body parts could
be used to interact [58].

Further work that focuses on touchless in a stricter sense has
explored supporting shared interactions on large media facades
by using, for example, full-body gestures and on-screen avatars
to support the interaction process [13], large-scale gestures and
projected markers [20], or personal mobile devices in tandem with
a larger display [3]. Public-facing deployments on smaller screens

6https://www.ultraleap.com/company/news/blog/touchless-elevator/
7https://www.happy-or-not.com/en/smiley-terminal/
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have also utilised gesture control to perform tasks such as query-
and-answer [57], connecting users across different locations for
moments of passive engagement [40] and supporting group-based
interactions with a single display when working in a collaborative
environment [5].

Turning to speech based interfaces, there exists a limited set of
research that explores the use of voice based interfaces in public
settings[4, 48, 56]. Concerns have previously been raised regarding
privacy when using voice-activated personal assistants in a public
setting due to the information that may be broadcast within hearing
range of other individuals [10]. Research has also demonstrated that
the COVID-19 pandemic has not impacted on the typical use of per-
sonal smart speaker devices within an individual’s own home [12].
Studies of voice interfaces that serve as an information service in
a public setting found that queries regarding device features ac-
counted for 40 % of all questions, with simple fact-based questions
accounting for 25 % of questions asked [33]. This suggests, then,
that there is typically some level of learning that users of public
voice systems may need to undertake in order to fully realise the
potential of these devices. Placing speech systems within a public
setting may require clearer instruction to users to both highlight
the potential uses of the system and provide some form of guid-
ance (beyond a device’s typical appearance) to inform a user of the
interactions possible with the device.

3 LANDSCAPE OF TOUCH INTERACTIONS
AND ADAPTIONS: OBSERVATIONS,
INTERVIEWS AND USAGE SURVEY

3.1 Device adaption study
In order to better inform the design of new and effective methods of
public touchless interactions we conducted an ethnographic investi-
gation in London, UK into the current landscape of such interfaces.
As part of this review, we approached and held impromptu conver-
sations with a range of providers and consumers of public-facing
technology in order to better understand how and why they are
currently being used, adapted or avoided. Over the course of the
four-day evaluation we visited a variety of different public spaces
including shops, museums, visitor attractions, restaurants, travel
hubs, theatres, religious buildings, washrooms, sports centres, edu-
cational institutions, outdoor spaces, public transportation, hotels
and government buildings. To help capture our observations, we
created a simple mobile app to record instances where we saw
public technology had clearly been adapted to change its original
designed-in interaction. For each unique adapted device seen, we
logged the type of location (e.g., street, transport hub, shop, etc.),
the type of device (classified as vending machine, information dis-
play, control, communication or other) and the original interaction
modality (e.g., physical control, touchscreen, etc.). We also cate-
gorised the type(s) of adaption that had been made to the device
(e.g., replacement companion app, disabled or turned-off, sanitiser
bottle close by, removal or replacement of cash payments etc.).

At the time of this study (June/July 2021) and of the others re-
ported in this section, the UK was not under any formal “lockdown”
restrictions. However, face masks were required in various social
and transport environments, and government recommendations
regarding regular testing and social distancing remained in place.

3.2 User adaption study
To complement the device adaption study, we also wanted to under-
stand how people might be adapting or avoiding utilities in public
settings. With this in mind, we conducted an additional focused
study of the simplest yet perhaps most ubiquitous public interac-
tion we could envisage: the pedestrian crossing button. Despite
being safety-focused, crosswalk or pedestrian crossing buttons are
the epitome of frequently-used, seldom-cleaned surfaces. They are
also an example of a simple interface that can be adapted in many
different ways to provide the same interaction result. For example,
while some people might choose to use a tool (e.g., stick), barrier
(e.g., glove) or alternative body part (e.g., elbow) to press the button
in a more low- or no-contact manner, it is also possible to wait for
(or ask) another pedestrian to press the button, or even take the
risk of crossing the street without pressing the button at all.

We conducted an observational evaluation of a busy button-
controlled crossing in central London for a total of 12 hours over
a separate three-day period. As in the device adaption study, we
logged our findings using a custom mobile app. For each person we
saw using the crossing we recorded one of the following behaviours:
press button with finger, press with knuckle, press with elbow, press
with other body part, press with tool, wait for someone else to press,
wait for traffic to disperse, give up and walk away, or any other
behaviour. We also captured observed modifications to any the
behaviour seen (if any): wearing a glove, using another barrier
of some sort (e.g., a tissue), sanitising afterwards, or any other
modifications.

3.3 Usage and behaviour survey
We conducted an online survey to better understand if and how the
COVID-19 pandemic has caused people to change their behaviour
with public touch-based technology. The survey was distributed
through mailing lists, social networks and adverts on Twitter and
Facebook. Recruitment focused primarily on the UK and participa-
tion was incentivised through a raffle of five £25 Amazon vouchers.
In this paper we report on two questions that asked explicitly about
behavioural changes caused by COVID-19. The first question was:
Compared to before the COVID-19 pandemic, are you presently less
likely or more likely to use public touchscreen displays (e.g., ticket
machines) or button-operated devices (e.g., pedestrian crossings)?. Par-
ticipants selected either “more likely”, “about the same / no change”
or “less likely”. The follow-up question nuanced this by asking
whether people had changed how they interact with such devices.
Table 3 shows the full wording for the second question, and the
four options participants were asked to respond to.

3.4 Results
3.4.1 Device adaption study. We observed and documented 88
unique instances of public-space technology adaptions, some of
which are shown in Fig. 1. The majority of these were seen in mu-
seums, public spaces, shops and transport hubs. Table 1a shows the
categories of devices and Table 1b the original interaction modali-
ties of the adapted interfaces we recorded. The predominant type of
interface adaptions we observed were made to vending machines,
information displays and controls, while the most common modali-
ties being adapted were physical controls and touchscreen displays.
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Table 1: (a) Distribution of observations over the five cat-
egories of public-space interfaces in our device adaption
study. (b) The categories of underlying (i.e., original, pre-
adaption) interactionmodalities observed. Contact-based in-
teractions (e.g., buttons, touchscreens, etc.) were the most
common. Only a small proportion (8 %) of interactions used
audio-, gesture- or camera-driven interactions.

Device types observed

Vending machine 31
Information display 28
Control 18
Other 10
Communication 1

(a)

Interaction modalities

Physical control 47
Touchscreen 33
Audio / speech 5
Gesture 2
Face detection 1

(b)

The most commonly observed type of adaption we saw was
simply to turn off or cover over a system to prevent use (27 of
88; 30 %). Twelve devices had been retrofitted with sanitiser bottle
holders. During our impromptu interviews with employees we
discovered that six of the 88 devices were now under regular (e.g.,
hourly, or after every observed use) cleaning schedules. It was
common for interactive devices to be replaced with prompts to use
personal mobile devices as an alternative. For instance, some tourist
exhibits (e.g., audio guides) and restaurants (whose menus were
previously touchscreen) covered interactive devices with a QR code
that pointed to a companion app (12 of 88 observations). Similarly,
many vending-type interfaces opted to replace coin mechanisms
with contactless payment methods (11 observations). Interestingly,
in all cases these observed adaptions were complete replacements
for the current systems, which clearly has the potential to create to
the sorts of accessibility and equity issues outlined above.

Many adapted interfaces included signage (20 instances) to de-
scribe the adaption, or indeed to apologise for it not being in ser-
vice. We also saw three examples of signage attempting to nudge
behaviour, asking people to avoid using the technology if at all
possible, but not taking it out of service. The least-common method
observed was a single occurrence of a physical control adaption, in
this case a foot pedal add-on to replace a button interaction.

It is important to reiterate that in this study we were only cap-
turing observations of technology that had been adapted, and that
the vast majority of public utilities had no adaptions. However,
our results clearly highlight the lack of suitable adjustments being
made to public infrastructures to deal with the ongoing pandemic.

3.4.2 User adaption study. During our three-day pedestrian cross-
ing studywemade a total of 1211 observations. As Table 2 illustrates,
the majority (700; 57.8 %) of people we observed managed to cross
the road without ever pressing the button themselves, either by
waiting for the traffic to die down (49.6 % of the time) or by waiting
for other people to press it for them (8.2 % of the time). We did not
see anyone abandoning their crossing attempt.

We observed people pressing the crossing button 511 times in
total (42.2 % of all observations), with the majority opting to use
their finger (437; 36.1 % of all observations, or 85.5 % of button press

Table 2: Overview of the results from our pedestrian cross-
ing user adaption study. Lightly shaded rows show the be-
haviours we observed within the two key states of pressing
or not pressing the button to stop traffic.Darker shaded rows
indicate where we saw people combining behaviours within
a category. For example, 15 of 437 people were seen using
their finger to press the button, but also employing a barrier,
such as a jacket sleeve, to avoid direct contactwith their skin.

Behaviour Instances %

Press button 511 42.2 %
— With finger 437 36.1 %

+ Barrier 15 1.2 %
+ Sanitise afterwards 4 0.3 %
+ Glove 2 0.2 %

— With knuckle 43 3.6 %
+ Barrier 1 0.1 %

— With tool 15 1.2 %
— With other body part 6 0.5 %

+ Barrier 4 0.3 %
— With elbow 10 0.8 %

Don’t press button 700 57.8 %
— Wait for a gap in traffic 601 49.6 %
— Wait for another person to press 99 8.2 %
— Decide not to cross 0 0 %

observations). The various other button press categories were far
less common, as summarised in Table 2. In total, 59 people used
part of their body other than their finger (e.g., knuckle, elbow, etc.),
and 15 used some sort of tool. Tool interactions mainly involved
using the edges of phones, bottles, cigarette packets or other small
and easily accessible items. We also saw low levels of additional
combined behaviours, such as wearing gloves, sanitising or using
some sort of barrier between their body and the button. For example,
people used bags, hats, coats and even face masks as ways to avoid
their skin directly touching the crossing button.

While this study has provided some evidence that many people
are indeed avoiding or otherwise getting around having to touch
such public utilities, a limitation of these results is that we do not
have a baseline to compare to. That is, the behaviour we witnessed
in this study could be typical of pre-COVID-19 pedestrian crossing
button use, rather than a result of concerns relating to the pan-
demic. The usage and behaviour survey we conducted focused on
this aspect in order to give further insight into people’s perceived
changes in attitude.

3.4.3 Usage and behaviour survey. We received 118 survey re-
sponses from a range of participant backgrounds. 42 % were female,
54 % were male, 3 % preferred not to say and 1% preferred to self-
identify. All were aged 18 and above. Most participants were either
employed full time (65 %) or were full-time students (25 %). 78 %
percent of participants reported that they were currently working
or studying from home.
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Table 3: Results from our survey question relating to be-
haviour change since the COVID-19 pandemic began. Re-
spondents answered Yes or No to all four options.

Compared to before the COVID-19 pandemic, have
you changed how you interact with public touch-
screen displays (e.g., ticket machines) or devices with
physical buttons (e.g., pedestrian crossings)?

Yes No

Washed/sanitised hands before/after touching the
button or touchscreen

73 % 27%

Pressed button or touched screen with body-part
other than finger (e.g., hip or elbow)

51 % 49%

Pressed button or touched screen with key, stick,
pen or similar implement

34 % 66%

Opted against interacting with the device entirely 28 % 72%

When asked about their likelihood of using public touch-based
interfaces compared to before the COVID-19 pandemic, all partici-
pants responded that they were either less likely (56 %) or felt about
the same (44 %), indicating a clear shift in behaviour away from
touching public-space interfaces.

The second question gave participants options to classify their
change in behaviour, as illustrated in Table 3. The majority of
respondents said that they now sanitise their hands before/after
touching such devices (73 %), with 28 % opting to avoid such interac-
tions entirely. About half of the respondents (51 %) used a different
body part in lieu of their finger, and 34 % chose to employ a tool
instead. These findings align with previous studies [6, 31, 39, 62]
that indicate, despite the low probability of infection through sur-
face contact [14, 18], people are still wary about touching public
surfaces, and many have gone to some effort to either adapt how
they use them, or avoid them altogether.

4 RESPONSE
As we have seen from the investigations described above, since the
COVID-19 pandemic began organisations have adapted or removed
public-facing interfaces in the light of both government advice
and public anxiety about touching shared surfaces. Clearly, the
most common change that we saw in our device adaption study—
simply removing or disabling an interface—is only an option for
non-essential services, and is certainly not ideal. Many of the other
adaptions we observed were either not fit-for-purpose or required
additional accompanying equipment (such as amobile app) or exper-
tise that somewhat lessened the accessibility of their original simple
interactions. Further, participants in our usage and behaviour sur-
vey showed a preference for avoiding touch interactions where
possible, and we saw some evidence of this in context during our
user adaption observations. Given both the lack of existing appro-
priate touchless interaction designs for public spaces, and the user
preference for this modality, it is clear that there is an opportunity to
develop more appropriate interaction designs for this environment.

The next step in our investigation, then, is to think creatively
about how best we can build effective touch-free designs that can
be either retrofitted onto or replace existing interactive public-
space devices and technologies. In the remainder of this paper

Figure 2: The single elevator button prototype. Using a sim-
ple proximity sensor, people can call the elevator by waving
their hand over the icon (left and centre). LED lights pass
through confirmation from the original underlying button
to provide feedback that the interaction has worked (right).

we document some of the possible directions that designers of
public-space interfaces could take to reduce or remove the need for
users to physically touch devices. We structure our exploration into
probes of three separate areas of investigation. First, we present
examples of retrofitting existing technology to provide touchless
interaction without the need for any change in a device’s operation.
Next, we turn to the new infrastructures put in place specifically
for the pandemic – are there ways to harness these for interactive
purposes? Finally we look to the future by considering how various
existing public-space technologies might be replaced with hands-
free alternatives.

All of the probes detailed here were deployed between June and
September 2021, under the same COVID-19-related restrictions and
recommendations as described at the end of Section 3.1.

5 PROBE 1: RETROFITTING EXISTING
TECHNOLOGY

We begin our exploration by augmenting two examples of existing
public infrastructures with touchless interaction add-ons, and as-
sessing the viability and usage of such hybrid devices. In the first
example, our custom-made enclosures can be added to the existing
interaction hardware without the need for any modification. In the
second example, small modifications could be made to the existing
device to allow our hardware to provide touchless interaction as
an alternative to contact-based control.

5.1 Example one: touchless button pressing
We selected the common elevator call button as a starting point
for this probe, which allowed us to investigate two scenarios: a
single push-button (typically found only on the very top or very
bottom floor of a building); or, two push-buttons (allowing both
up and down travel on all floors). We created add-on hardware
enclosures that registered a touch-free interaction and seamlessly
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Figure 3: The double elevator button prototype. Top: the up-
wards swiping gesture used to trigger the up button. Bottom:
the reversed gesture used to trigger the down button. An arc
of LED lights provides feedback to the user as to which but-
ton has been pressed.

transferred this directly to the underlying physical elevator button.
This approach allowed us to test two types of interaction: a simple
presence-based sensor (single button) or gestures to indicate the
direction of travel (double button). Figures 2 and 3 illustrate the
interaction for the single and double elevator buttons, respectively.

5.1.1 Deployment hardware. Both button-pusher enclosures are
constructed using acrylic, designed to fit tightly over the existing
elevator buttons and house the required components. Each device
consists of one (single button version) or two (two button version)
motors, infrared proximity sensors and photoresistors, in addition
to a battery and an Arduino with a supporting printed circuit board
to connect and control the components and record usage of the
device. A cam is attached to each motor’s shaft to make contact
with the existing elevator buttons in place of the user’s finger.

The proximity sensors are used to detect users’ actions. For ex-
ample, a single proximity sensor detects a hovered hand to activate
the one-button pusher. The two-button pusher uses multiple prox-
imity sensors to detect up or down gestures. As a fallback, and to
allow us to track how people interacted with the device (i.e., when
they touched instead of gesturing, or touched and gestured), each
device’s faceplate also acts as a button.

During normal use, the underlying physical elevator buttons
light up to confirm that they have been activated. Our enclosures
obstruct this feedback, so we added LEDs as an indicator to confirm
interactions. Rather than simply lighting up when an interaction
is triggered, we placed photoresistors above the existing buttons’
lights, allowing our device to detect and pass through real button
events. This also allowed us to account for buttons lighting up when
no local user interaction occurs (e.g., when the elevator is arriving
for someone to alight). We provided no instructions for the device
other than simple icons printed on the front of the faceplate (see
Figs. 2 and 3). Our assumption was that—just like the underlying
buttons themselves—once learnt, usage would be easy to recall.

5.1.2 Pilot study. As a pilot, we installed our single button proto-
type over an elevator button in a university campus building for
four 24-hour periods during a working week in mid-July 2021 to
observe usage and help refine the designs for both devices. We
logged the number of times a gesture was made and the number
of physical presses of the device’s faceplate. During several busy
periods we also observed usage of the device from a distance.

Over the course of the four days, the automatic proximity sen-
sor was activated 351 times, while the physical button was used
104 times, indicating that the device was mainly being used as
intended. One unexpected observation on several occasions over
the pilot period was that some users clearly mistook the device
for an automatic hand sanitiser, and consequently put their hands
underneath in an attempt to activate it. Our interpretation of this
was that the pandemic has led people to expect such stations in
most public areas, and potentially even socially conditioned some
to associate hand icons with sanitisers. Consequently, we modified
the two-button enclosure to include an additional proximity sensor
at the bottom of the device to detect and log such interactions.

5.1.3 Deployment. We deployed one of each type of device on
the ground (i.e., street level) and first floors of the same university
campus building for eleven 24-hour periods during normal working
weekdays between the end of July and the start of September 2021.
The single button device was installed on the ground floor eleva-
tor panel, and the two-button prototype on the first floor. As with
the pilot, we logged the number of times a gesture was made and
the number of presses of the device’s faceplate (in lieu of gestur-
ing). Towards the end of the deployment, we also sent out a short
anonymous survey to users of the building to gather feedback.

Over the course of the deployment the ground and first floor
sensors were activated 869 and 368 times, respectively. The two-
button device detected 172 “up” and 196 “down” gestures. The
number of physical presses was similar for both versions: 229 for
the ground floor (27 % of interactions) and 119 for the first floor
(29 % of interactions), and there was no noticeable change in this
type of usage over the course of the deployment. The sanitiser
detector underneath the panel was triggered a total of 26 times.

The survey elicited 16 responses from people who had used
the devices. Overall, 25 % of respondents admitted to physically
pressing the devices due to initial confusion as to their purpose.
Others mentioned they had noticed the iconography and realised
the prototypes were touch-free modifications before using them.
The survey asked participants how easy the devices were to learn
to use, with responses of 8.2 and 7 out of 10 for the ground floor
(one-button) and first floor (two-button) enclosures, respectively.
Finally, to calibrate the responses with those in our earlier survey,
we also asked the same question about likelihood of using public
touch-based interfaces (see Section 3.3 for wording), to which all
participants responded that they felt either less likely to do so (50 %)
or about the same as before the pandemic (50 %).

5.1.4 Summary. Our retrofitted elevator buttons are a simple ex-
ample of a quick, easy and cost-effective adaption to existing public-
space technology. During our study a large number of people used
the devices successfully with no training or instruction other than
a simple icon and any previous experience of using lift buttons.
We imagine such retrofitting can be expanded to include other
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simple button interactions such as pedestrian crossings, vending
machines, doorbells or other similar devices with relatively little
implementation and integration effort.

5.2 Example two: providing discreet feedback
for touchless technology

In our elevator examples, while users lost the physical feedback of
pressing a button, they still had confirmation of it being pressed via
visual feedback from the LED indicators. In some cases, however, it
would be inappropriate to provide such conspicuous feedback. Take,
for instance, ATMs or credit card readers: these devices provide
feedback that the user has pressed a button—typically via beeps
and/or indicators in an entry field—but the only way to tell if the
correct button was pressed is to either look at or feel the buttons as
they are being touched. Should a standard touchless implementation
(e.g., mid-air typing [67]) be retrofitted to such devices, users would
lose this feedback and input errors would be more difficult to detect.
Any non-touch visual augmentations would be unsuitable due to
the privacy and security concerns of such situations.

In response to this challenge, we explored the use of mid-air
haptic feedback for a standard 4 × 4 PIN pad commonly used in
ATMs and card readers (see Fig. 4). Our approach used a Leap
Motion infrared hand tracking device retrofitted adjacent to a PIN
pad to detect button “presses” in mid-air, with an UltraHaptics
ultrasound transducer array to create an invisible haptic keyboard
and provide tactile feedback. In prior work, focused ultrasound
has been used to conduct point localisation experiments for mid-
air tactile feedback on the palm. Hoshi et al. initially explored a
user’s ability to localise a single feedback point at the centre of
the palm by moving the point to that location from eight different
directions [21]. Carter et al. investigated users’ ability to recognise
zero, one or two points as a two-point discrimination task with the
points fixed in space [7]. Palovuori et al. [44] and Sand et al. [54]
developed early prototypes to simulate tactile button presses, and
Sand et al. further explored pressing multiple buttons with the
palm using ultrasound feedback at the contact location [53]. Finally,
Wilson et al. explored the ability to detect the location of a random
point stimulation in a 5 × 5 grid on the palm [65].

Unlike these previous mid-air button approaches, and similar
work that has provided feedback directly under a user’s finger to
confirm a press has taken place, we wanted to give extra positional
feedback to allow users to confirm their PIN had been entered cor-
rectly. In our approach, users “press” the physical buttons of an
ATM keypad in mid-air 10 to 20 cm above the surface. Simultane-
ously, a second virtual haptic keypad is imagined on the user’s
palm below the key entry points. When a user performs a keypress
action with their finger, the corresponding position of the key is
stimulated on their palm with focused ultrasound. In this approach,
the user can imagine a virtual keypad on their hand which corre-
sponds to the physical keypad in front of them (see Fig. 4) allowing
confirmation of the correctness of their touchless key presses.

5.2.1 Experiment. We conducted a lab study based on the design
of Wilson et al.’s on-point localisation experiment [65] to assess
the viability of such an approach. Our goal was to determine the
accuracy with which users are able to detect the correct numbers
in the virtual mid-air grid on their palm. As such, we controlled the

Figure 4: The proposed touchless keypad system for use in
situations where private input is needed. The user holds
their hand over the keypad in mid-air, where an infrared
sensor tracks its movements. A grid of ultrasonic transduc-
ers aligned with the user’s palm provides touch feedback in
the same relative positions as the keypad buttons.

numbers that were selected programmatically rather than asking
participants to “press” them in mid-air.

We asked participants to rest their hand on a box 15 cm above the
UltraHaptics grid with their palm exposed through a 10 cm × 10 cm
hole in its top side. After calibration and testing, participants began
the main study which each consisted of 60 stimuli corresponding to
the 13 keys typically present on a PIN pad: digits 0–9, Cancel, Clear
and Enter, plus the two additional keys ★ and # that are sometimes
used on other numeric keypads. Participants were first told the key
they could assume they had “pressed”, and then asked to report
the key they thought they felt on their palm. We informed partici-
pants that in some cases there would be differences in the key they
pressed versus the stimulation they felt. The system gave the cor-
rect stimulation half of the time and a different random stimulation
the rest of the time. All 60 stimuli (2 × 15 keys × correct/erroneous
stimulation) were given in a random order.

We invited 14 participants (7F, 7M, aged 22–34) to take part in
the lab experiment in August 2021. The overall error rate across
all keys when participants were given the correct stimulation was
13.7 %, whereas when users were given the incorrect stimulation
the error rate was lower at 8.5 %. Overall, participants were more
likely to detect stimuli correctly around the edges of the palm (in
particular for the corner buttons 1, ★, Cancel and Enter), whereas
buttons in the centre (5, 6 and 8) were the least accurate. We believe
this could be due to the low tactile sensitivity in that region of the
palm. Removing the number of stimuli that can be produced to
make the grid smaller (i.e., outputting the numbers 0–9 only) could
well improve this accuracy rating.
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Figure 5: The SaniVoter Prototype. Entering a building, peo-
ple are prompted to sanitise their hands. Our adapted ver-
sion allows users to respond to a question via their choice of
one of the two separate automatic hand sanitiser dispensers.

5.2.2 Summary. Our investigation into discreet touchless feed-
back has provided promising early results which could improve
the privacy and security of public PIN entry devices. It could also
provide haptic feedback for both input and output of information
for visually impaired users in other situations.

6 PROBE 2: ADAPTING NEW TECHNOLOGY
FOR ADDITIONAL USES

Having observed a wide range of “new normal” behaviours around
COVID-19 infrastructure (e.g., hand sanitisers, capacity indicators,
temperature check points), we began thinking about how we could
adapt some of these now ubiquitous and very frequently-used new
devices for interaction. As a starting point, we focused on how they
could be used to gather public opinion. Unattended public opinion
gathering has previously been investigated by the HCI community,
often using playful methods to entice participation (e.g., [15, 63]). As
a baseline starting point, we opted for a simple voting system that
facilitates binary decisions to be recorded in a touchless manner,
similar to the work of Steinberger et al. [58]. With this in mind,
we built a prototype with two automatic hand sanitiser stations
connected to a simple Arduino controller that counts the number of
times each one is used by monitoring the existing signal from the
dispensers. Above this we mounted a chalkboard to provide details
of the question and answer combinations. Users then select their
response by simply placing their hand under the corresponding
sanitiser dispenser (see Fig. 5).

6.1 Deployment
Our design—SaniVoter—was deployed in the foyer of a university
campus building for a period of 12 weeks from June to September
2021, replacing the existing sanitiser station that had been put in
place by the organisation. We periodically changed the question
posed to users of the building and recorded the responses accord-
ingly. Our focus in this study was simply to determine: (a) if visitors
to the building used the device; and, (b) if anymeaningful data could
be gathered as a result. As the design is a binary input method, the
majority of our questions involved a Yes or No response (for in-
stance: “Are you happy?”). We also tried to encourage use by posing
topical questions. For instance, the first two weeks of deployment
were during the Euro 2020 football tournament, so our questions
were simply: “Who will win the semi?” with options “England” and
“Denmark”; and, “Who will win the final?” with response choices
“Italy” and “England”. During a week of particularly high tempera-
tures we asked simply: “Hot?”, whereas in the week following the
Tokyo Olympics we asked: “Enjoy the Olympics?” (both with Yes
or No as response options).

Over the course of the 12-week period (60 working days), we
recorded 1180 interactions. Overall, the percentage of “left” versus
“right” sanitiser usage was relatively even (56 % left versus 44 %
right). However, if we look at individual questions, it is evident that
each question has an overall winner, and the side that was chosen
was distributed between the two stations (i.e., clearly caused by the
choice of response). For example, 71 % of users predicted England
would win the semi-finals of the Euro 2020 tournament, while 63 %
thought the same team would win the final (choices from opposite
sides of the device).

To assess if users were actually reading the question, as opposed
to randomly selecting a dispenser each time, we asked the “Are
you happy?” question three times (once in week three, and again in
weeks six and eight), swapping the order of the answer dispensers
each time. The average rating across the three iterations (451 in-
teractions total) was 70 % happy versus 30 % unhappy (s.d. 0.24). A
chi-squared test shows this result is not significant, strongly sug-
gesting that users are actively reading the question and answering
with the appropriate dispenser each time.

6.2 Summary
In this playful probe we sought to adapt new technology that has
been installed explicitly due to the COVID-19 pandemic for the
additional use of gathering contextual public feedback. Our results
show that users engaged with the prototype, making decisions
while performing the now-mainstream ritual of hand-sanitising.

7 PROBE 3: REPLACING EXISTING
TECHNOLOGYWITH TOUCHLESS
ALTERNATIVES

It is clear from our observations that people and organisations
alike are modifying the way they interact with or deploy shared
surfaces in the light of the COVID-19 pandemic. Further, though,
there has been a recent call to arms (which some of this paper’s
authors contributed to) for interaction designers and HCI experts
to adapt our research practises to prepare for the unlikely and
unexpected [55], highlighting the unique and timely opportunity
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to completely rethink how public interactions can be performed.
In this vein, we created two further prototypes that do just that.
Both designs make use of touchless modalities not typically used
in public infrastructures—computer vision and speech interaction—
and cover a spectrum of inputs from the limited to the rich.

7.1 Example one: using computer vision
Inspired early on by the success of probe two, we also looked to
reimagine how one might elicit opinion-based information using
interaction paradigms not generally found in public infrastructures.
An obvious starting point for this goal was to investigate how com-
puter vision techniques might be utilised to gather simple emotions
from passersby, taking inspiration from the feedback collection
devices often seen in airports and other public spaces7.

Our initial design was a simple “thumbs up” / “thumbs down”
detector which, after some pilot user feedback, led to our final
implementation: FaceVoter – a voting system that can detect smiles
and frowns in order to elicit binary feedback from users (as shown
in Fig. 6). Rather than selecting one of two physical options as in
probe two, FaceVoter asks the user to smile to indicate a positive
response, or frown to indicate a negative one. A similar concept by
design agency Hirsch and Mann has previously been deployed to
provide moments of playful intervention at pedestrian crossings
by detecting facial expressions8. While this style of interaction
provides moments of passive engagement, our system can be used
to capture user opinions for feedback on experiences, in an approach
more similar to that described by Tsujita and Rekimoto [61].

Our prototype’s simple design was built around a facade of a face
similar to that of an emoji, enclosed in a circular 3D-printed casing
which housed an LED screen, camera and laptop. We used face-
and landmark-detection algorithms to detect users who walked
in front of the device, and a machine learning algorithm trained
on Sagonas et al.’s dataset [52] to provide images with a range of
expressions, backgrounds and lighting, aiding recognition in public
outdoor areas with varying weather. The device logs the number
of interactions; that is, each facial recognition attempt (multiple
people standing in front of the device at the same time will result in
a single recognition log) as well as the result (i.e., smile or frown).

7.1.1 Deployment. We deployed FaceVoter in an outdoor public
space in Swansea city centre for a period of six days (approximately
seven hours per day) in June and July 2021, with the same ques-
tion being asked throughout (“Do you like the new bridge?”). A
researcher stood close to the device and observed the response from
the general public, at times prompting interested parties to interact
with it. In addition, we interviewed 102 randomly-selected users
to better understand their perceptions of such a device, as well as
gathering their thoughts about touchless interactions in general.

Over the six days of deployment FaceVoter logged 545 interac-
tions, of which 53 (10 %) were frowns, 357 (66 %) smiles and 135
(24 %) could not be recognised. It was clear via in-situ observations
and interviews that the majority of the unrecognised interactions
were caused by face coverings obscuring the user’s mouth, while a
small number were caused by people who glanced at the prototype

8https://www.hirschandmann.com/portfolio_page/making-smiles-in-the-city/

Figure 6: The FaceVoter prototype. Approaching the device,
a user’s face is detected and the screen prompts them to an-
swer Yes or No to a question by smiling or frowning.

long enough for it to detect their face, but walked away before recog-
nition could take place. Disregarding these instances, the accuracy
of the system at detecting smiles or frowns (as determined by obser-
vation) was approximately 80 %. During the observation sessions,
our research team noted that passersby noticed the device (i.e., were
visibly seen to look at it for more than just a glance) around 40 % of
the time and chose to subsequently use it, unprompted, around 5%
of the time. Of the 545 total interactions, 187 were after prompts
from a researcher.

Of the 102 users we interviewed (53M, 49F, 19 wearing masks), 28
had used the device more than once, with the predominant reasons
for doing so being cited as either not having read the question in
time to respond appropriately; or, their reaction not being recog-
nised by the device. We asked the majority of our interviewees how
they felt about facial technology, with 78 % responding positively,
15 % negatively, and the remaining 7 % being unsure. Many of the
positive responses referred to the hands-free nature of the tech-
nology being a benefit for the COVID-19 situation, whereas the
negative cited privacy concerns. Nearly 90 % of our interviewees
said they had changed their behaviour with regards to touching pub-
lic technology since the start of the pandemic. When asked about
what sorts of technology they would like to see in replacement,
both face- and speech-interaction were popular choices.

Finally, in order to ascertain if such an unusual device would be
understood by the public in unattended contexts, before embarking
on our interviews we asked several users what they thought the
device was. Of those asked, 52 % correctly identified the device
as a face-based voting system, 22 % thought it was a face-based

https://www.hirschandmann.com/portfolio_page/making-smiles-in-the-city/
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Figure 7: The SpeechBox prototype. Waving at the device
triggers an audio prompt (via the speaker, top) to verbally
ask a question. After an answer is provided, the user waves
left or right to give feedback on the response’s accuracy. LED
strips at the bottom provide wave and status feedback.

technology of some formwith an unknown purpose, 17 % suggested
it was some sort of game, and 8% had no idea.

7.1.2 Summary. Using facial recognition to detect expressions—in
this case a smile or frown—worked well as a touchless and hands-
free method of public space data-collection. Our FaceVoter proto-
type was well-used and positively received by the general public.
While this sort of technology has previously been seen in public
settings, it is not a common occurrence. We anticipate that if such
technology became more mainstream the learning curve for use
would continue to improve.

7.2 Example two: using speech interaction
As a final step in this work, we opted to completely rethink how
public interfaces can be designed to incorporate new interaction
paradigms for touchless control. One hands-free modality that has
become increasingly widely used in personal spaces, but has to
date had limited traction in public areas, is speech. Previous work
in the area of public speech interaction has shown its viability in
emergent user contexts [45, 48] from an accessibility perspective,
providing users with low literacy or speakers of minority languages
with information they might not otherwise have been able to access.
As a result, these prior works are not entirely touch-free and do
not focus on replacing standard touch-based modalities in the way
we are keen to explore.

In this prototype, then, we chose to replace the common public
information or internet kiosk that is commonly seen in shopping

centres, hotels and visitor attractions, to provide touchless capabil-
ities via speech interaction. Our hands-free public smart speaker
prototype, SpeechBox (shown in Fig. 7) uses a Raspberry Pi, speaker,
microphone, and 4G connectivity. It leverages the Google Assistant
API9 to recognise spoken language queries and provide audible
answers. It also uses an electrical-field-based tracking and gesture
controller to detect hand gesture input at ranges up to 20 cm.

As public information systems typically require a physical button
or screen press to initiate, we were concerned that some users
might encounter confusion using the standard hands-free “wake
words” associated with most home smart-speakers, so replaced
this requirement with a more common modality. To access the
system, then, users are instructed to wave their hand in front of
the SpeechBox, which triggers a welcome message explaining the
purpose of the system and asking them to speak a question into the
microphone. The Google Assistant answer is then played back via
the speaker, followed by another message asking if this answered
their question. Users are then asked to provide feedback by waving
to the right if the response did answer their question, or waving to
the left if it did not. Animated LED strip lights are used to display
visual feedback during this instruction and other wave gestures.

7.2.1 Deployment. We deployed the SpeechBox in Swansea’s city
centre shopping district for a period of 11 days in August and
September 2021. On four of these days (19 hours total), we observed
usage from a distance, while for the remainder we left it unattended.
We automatically logged the number of uses of the system, wave-
gesture feedback received and the answers provided. For privacy
reasons we did not log any of the questions being asked or save
any audio recordings. As an indication of whether the device was
triggered without a question being asked, however, we did record
the length of the input transcription. Transcripts with a length of
zero either did not contain a question, or Google Assistant failed to
recognise one (and in either case a response would not have been
provided to the user).

Over the course of the deployment the prototype detected 123
initiation “wave” interactions, and subsequently successfully tran-
scribed and sent 61 audio transcriptions to request answers from
Google Assistant. Of these, just 26 produced meaningful answers
(i.e., not “I don’t know”). We received 30 ratings (using the wave
interaction) for the 61 total questions, 12 of which were positive and
18 negative. Of the 26 answered questions we received 16 ratings,
of which 9 were positive and 7 were negative.

During our four-day observation of the device in-situ, we noted
around 32% of passersby who looked at it directly actually tried
to use it, and of those who tried, around 40% were successful. We
observed a range of behaviours while using the device that could
have contributed to the low success rate, including people waving
in the wrong place (e.g., too far away) or speaking at the wrong time
(e.g., waiting too long to ask, triggering a timeout). We also noticed
several people speaking their rating at the end of the process rather
than using the wave gestures as requested.

7.2.2 Summary. The aim of this prototype was to explore the rich
interactions of speech and gestures in a public setting to get an idea
of how they might be received and used by a general audience. The

9https://developers.google.com/assistant/sdk/reference/rpc

https://developers.google.com/assistant/sdk/reference/rpc
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results show a steep learning curve, with several users waving but
not asking a question, and others unsuccessful at other stages.

Many of the transcribed questions did not produce answers by
the system. Speech recognition can be troublesome at the best of
times; and, as previous literature has demonstrated, public envi-
ronments often have additional challenges to contend with [45].
However, investigating the accuracy of speech recognition in public
spaces was not the purpose of this study. Rather, our goal was to dis-
cover how such interactions might be used to provide unattended
services with little-to-no instruction.

This prototype has shown, then, that although some users found
the device difficult to use, it did entice them to try and engage
in a touchless manner, and even produced meaningful results in
certain situations. Much like our earlier FaceVoter prototype, we
imagine that if such devices were to become more integrated into
public environments, the learning curve will flatten and uptake and
successful interactions will increase as a result.

8 DISCUSSION AND CONCLUSION
Our investigations into post-COVID-19 shared technology use have
provided strong evidence that the general public are anxious about
touching shared surfaces, and as a result are either adapting the
way they use public interfaces or, in the worst case, avoiding them
altogether. Further, the current minimal adaptions made to public
utilities by organisations in an attempt to protect from germs and
relieve anxieties are fraught with accessibility or access issues.
In our view, therefore, it is essential to investigate and develop
touchless interactions for public technologies due to both their
ubiquity and importance.

As a fast response to this challenge, we have focused on three
areas of investigation: Retrofitting, Adapting and Replacing:

Retrofitting: An obvious starting point towards our end-goal
of creating safer, touchless public utilities was to create add-
ons that can be integrated into or around existing public-
space devices. Our first example has shown how a mechan-
ical approach combined with simple sensors can provide
touchless button-pressing. Such retrofitted devices are cheap
and simple to install and have proved to be discoverable and
usable. Secondly, our investigations into discreet touchless
feedback have shown that mid-air haptic sensations can be
used to provide precise private feedback with reasonable
success. These examples demonstrate how we can quickly
and easily create additional technology to retrofit into exist-
ing infrastructure to provide both touchless input as well as
discreet touchless output.

Adapting: In our second probe, we demonstrated how COVID-
19-specific infrastructure can be harnessed for additional
uses, in this case by leveraging hand-sanitiser stations to
gather opinion-based public feedback. There are undoubt-
edly further opportunities in the plethora of new devices
that have been installed throughout the pandemic.

Replacing: Finally, we looked to completely re-imagine walk-
up-and-use utilities by incorporating less-common modali-
ties not typically seen in the public sphere. The more natural
user interfaces we selected can be used to replace touch-
driven methods both in a limited way (i.e., detecting facial

expressions using computer vision) as well as a richer man-
ner (i.e., via speech interaction).

The world may slowly be emerging from the current pandemic
situation, but as we have learnt, long-term effects and anxieties over
pathogens left by others are still very much prevalent. Furthermore,
while societies are still reeling from the aftermath of recent years,
virologists and epidemiologists alike are not only warning about
the inevitability of the next deadly virus outbreak, but are also busy
planning ahead for it [30, 38]. Our proposal, then, is that we the
HCI community should be following suit and preparing for such
scenarios going forward.

There are of course limitations to the work described here. While
we have proposed relatively cheap touch-free modifications to pub-
lic space technologies, making these robust enough and reliably
attachable to the diverse range of public-space devices could be
challenging or costly in some cases. Our aim, however, is to out-
line a vision for the direction of further research into touchless
public-space technology. The work described in this paper, then,
not only presents a timely contribution towards alleviating the
current anxiety around using shared interfaces, but also lays some
of the groundwork for introducing new modalities and interactions
into public spaces in preparation for future challenges.

ACKNOWLEDGMENTS
This work was supported by Engineering and Physical Sciences Re-
search Council grants EP/W01257X/1, EP/M022722/1, EP/T024976/1
and EP/R032750/1.

REFERENCES
[1] Christopher Ackad, Andrew Clayphan, Martin Tomitsch, and Judy Kay. 2015.

An In-the-Wild Study of Learning Mid-Air Gestures to Browse Hierarchical
Information at a Large Interactive Public Display. In Proceedings of the 2015 ACM
International Joint Conference on Pervasive and Ubiquitous Computing (Osaka,
Japan) (UbiComp ’15). Association for Computing Machinery, New York, NY,
USA, 1227–1238. https://doi.org/10.1145/2750858.2807532

[2] Alexandre Alapetite. 2008. Speech recognition for the anaesthesia record during
crisis scenarios. International Journal of Medical Informatics 77, 7 (2008), 448–460.
https://doi.org/10.1016/j.ijmedinf.2007.08.007

[3] Sebastian Boring, Sven Gehring, Alexander Wiethoff, Anna Magdalena Blöckner,
Johannes Schöning, and Andreas Butz. 2011. Multi-User Interaction on Media
Facades through Live Video on Mobile Devices. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (Vancouver, BC, Canada)
(CHI ’11). Association for Computing Machinery, New York, NY, USA, 2721–2724.
https://doi.org/10.1145/1978942.1979342

[4] Marta Bortoli, Marco Furini, Silvia Mirri, Manuela Montangero, and Catia Prandi.
2020. Conversational Interfaces for a Smart Campus: A Case Study. In Proceedings
of the International Conference on Advanced Visual Interfaces (Salerno, Italy) (AVI
’20). Association for Computing Machinery, New York, NY, USA, Article 51,
5 pages. https://doi.org/10.1145/3399715.3399914

[5] Andrew Bragdon, Rob DeLine, Ken Hinckley, and Meredith Ringel Morris. 2011.
Code Space: Touch + Air Gesture Hybrid Interactions for Supporting Developer
Meetings. In Proceedings of the ACM International Conference on Interactive Table-
tops and Surfaces (ITS ’11). Association for Computing Machinery, New York, NY,
USA, 212–221. https://doi.org/10.1145/2076354.2076393

[6] Ellie Violet Bramley. 2021. Therapists report huge rise in cases of anxiety as
England ends Covid rules. https://www.theguardian.com/world/2021/jul/11/
therapists-report-huge-rise-in-cases-of-anxiety-as-england-ends-covid-rules.

[7] Tom Carter, Sue Ann Seah, Benjamin Long, Bruce Drinkwater, and Sriram Sub-
ramanian. 2013. UltraHaptics: Multi-Point Mid-Air Haptic Feedback for Touch
Surfaces. In Proceedings of the 26th Annual ACM Symposium on User Interface
Software and Technology (UIST ’13). Association for Computing Machinery, New
York, NY, USA, 505–514. https://doi.org/10.1145/2501988.2502018

[8] Centers for Disease Control and Prevention. 2021. Science Brief: SARS-
CoV-2 and Surface (Fomite) Transmission for Indoor Community Environ-
ments. https://www.cdc.gov/coronavirus/2019-ncov/more/science-and-research/
surface-transmission.html.

https://doi.org/10.1145/2750858.2807532
https://doi.org/10.1016/j.ijmedinf.2007.08.007
https://doi.org/10.1145/1978942.1979342
https://doi.org/10.1145/3399715.3399914
https://doi.org/10.1145/2076354.2076393
https://www.theguardian.com/world/2021/jul/11/therapists-report-huge-rise-in-cases-of-anxiety-as-england-ends-covid-rules
https://www.theguardian.com/world/2021/jul/11/therapists-report-huge-rise-in-cases-of-anxiety-as-england-ends-covid-rules
https://doi.org/10.1145/2501988.2502018
https://www.cdc.gov/coronavirus/2019-ncov/more/science-and-research/surface-transmission.html
https://www.cdc.gov/coronavirus/2019-ncov/more/science-and-research/surface-transmission.html


Rethinking Public Technology in a COVID-19 Era CHI ’22, April 29–May 5, 2022, New Orleans, LA, USA

[9] Alex WH Chin, Julie TS Chu, Mahen RA Perera, Kenrie PY Hui, Hui-Ling Yen,
Michael CW Chan, Malik Peiris, and Leo LM Poon. 2020. Stability of SARS-
CoV-2 in different environmental conditions. The Lancet Microbe 1, 1 (2020), e10.
https://doi.org/10.1016/S2666-5247(20)30003-3

[10] Aarthi Easwara Moorthy and Kim-Phuong L Vu. 2015. Privacy Concerns for Use
of Voice Activated Personal Assistant in the Public Space. International Journal
of Human-Computer Interaction 31, 4 (2015), 307–335. https://doi.org/10.1080/
10447318.2014.986642

[11] Lars C Ebert, Gary Hatch, Garyfalia Ampanozi, Michael J Thali, and Steffen
Ross. 2012. You can’t touch this: touch-free navigation through radiological
images. Surgical Innovation 19, 3 (2012), 301–307. https://doi.org/10.1177/
1553350611425508

[12] Marco Furini, Silvia Mirri, Manuela Montangero, and Catia Prandi. 2020. On the
Usage of Smart Speakers During the Covid-19 Coronavirus Lockdown. In Proceed-
ings of the 6th EAI International Conference on Smart Objects and Technologies for
Social Good (Antwerp, Belgium) (GoodTechs ’20). Association for Computing Ma-
chinery, New York, NY, USA, 187–192. https://doi.org/10.1145/3411170.3411260

[13] Vito Gentile, Salvatore Sorce, Alessio Malizia, Dario Pirrello, and Antonio
Gentile. 2016. Touchless Interfaces For Public Displays: Can We Deliver In-
terface Designers From Introducing Artificial Push Button Gestures?. In Pro-
ceedings of the International Working Conference on Advanced Visual Interfaces
(AVI ’16). Association for Computing Machinery, New York, NY, USA, 40–43.
https://doi.org/10.1145/2909132.2909282

[14] Emanuel Goldman. 2020. Exaggerated risk of transmission of COVID-19 by
fomites. The Lancet Infectious Diseases 20, 8 (2020), 892–893. https://doi.org/10.
1016/S1473-3099(20)30561-2

[15] Connie Golsteijn, Sarah Gallacher, Lisa Koeman, Lorna Wall, Sami Andberg,
Yvonne Rogers, and Licia Capra. 2015. VoxBox: A Tangible Machine That Gathers
Opinions from the Public at Events. In Proceedings of the Ninth International
Conference on Tangible, Embedded, and Embodied Interaction (Stanford, California,
USA) (TEI ’15). Association for Computing Machinery, New York, NY, USA,
201–208. https://doi.org/10.1145/2677199.2680588

[16] Lukas Grasse, Sylvain J Boutros, and Matthew S Tata. 2021. Speech Interaction
to Control a Hands-Free Delivery Robot for High-Risk Health Care Scenarios.
Frontiers in Robotics and AI 8, 612750 (2021), 9 pages. https://doi.org/10.3389/
frobt.2021.612750

[17] David E Harbourt, Andrew D Haddow, Ashley E Piper, Holly Bloomfield, Brian J
Kearney, David Fetterer, Kathleen Gibson, and Timothy Minogue. 2020. Modeling
the stability of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
on skin, currency, and clothing. PLoS neglected tropical diseases 14, 11 (2020),
e0008831. https://doi.org/10.1371/journal.pntd.0008831

[18] Abigail P. Harvey, Erica R. Fuhrmeister, Molly E. Cantrell, Ana K. Pitol, Jenna M.
Swarthout, Julie E. Powers, Maya L. Nadimpalli, Timothy R. Julian, and Amy J.
Pickering. 2020. Longitudinal Monitoring of SARS-CoV-2 RNA on High-Touch
Surfaces in a Community Setting. Environmental Science & Technology Letters 8,
2 (dec 2020), 168–175. https://doi.org/10.1021/acs.estlett.0c00875

[19] Luke Hespanhol and Martin Tomitsch. 2019. Power to the People: Hacking the
City with Plug-In Interfaces for Community Engagement. Springer Singapore,
Singapore, 25–50. https://doi.org/10.1007/978-981-13-2694-3_2

[20] Luke Hespanhol, Martin Tomitsch, Oliver Bown, and Miriama Young. 2014. Using
Embodied Audio-Visual Interaction to Promote Social Encounters around Large
Media Façades. In Proceedings of the 2014 Conference on Designing Interactive
Systems (Vancouver, BC, Canada) (DIS ’14). Association for ComputingMachinery,
New York, NY, USA, 945–954. https://doi.org/10.1145/2598510.2598568

[21] Takayuki Hoshi, Masafumi Takahashi, Takayuki Iwamoto, and Hiroyuki Shinoda.
2010. Noncontact Tactile Display Based on Radiation Pressure of Airborne
Ultrasound. IEEE Transactions on Haptics 3, 3 (2010), 155–165. https://doi.org/10.
1109/TOH.2010.4

[22] Kaori Ikematsu, Kunihiro Kato, and Yoshihiro Kawahara. 2021. LightTouch
Gadgets: Extending Interactions on Capacitive Touchscreens by Converting Light
Emission to Touch Inputs. In Proceedings of the 2021 CHI Conference on Human
Factors in Computing Systems. Association for Computing Machinery, New York,
NY, USA, Article 509, 11 pages. https://doi.org/10.1145/3411764.3445581

[23] Muhammad Zahid Iqbal and Abraham Campbell. 2020. The Emerging Need
for Touchless Interaction Technologies. Interactions 27, 4 (July 2020), 51–52.
https://doi.org/10.1145/3406100

[24] Muhammad Zahid Iqbal, Eleni Mangina, and Abraham G Campbell. 2021. Ex-
ploring the Real-Time Touchless Hand Interaction and Intelligent Agents in
Augmented Reality Learning Applications. In 2021 7th International Conference
of the Immersive Learning Research Network (iLRN). IEEE, New York, NY, USA,
1–8. https://doi.org/10.23919/iLRN52045.2021.9459415

[25] Shahram Jalaliniya, Jeremiah Smith, Miguel Sousa, Lars Büthe, and Thomas
Pederson. 2013. Touch-Less Interaction with Medical Images Using Hand & Foot
Gestures. In Proceedings of the 2013 ACM Conference on Pervasive and Ubiquitous
Computing Adjunct Publication (UbiComp ’13 Adjunct). Association for Computing
Machinery, New York, NY, USA, 1265–1274. https://doi.org/10.1145/2494091.
2497332

[26] Yu-Sian Jiang, Garrett Warnell, and Peter Stone. 2018. Inferring User Intention
Using Gaze in Vehicles. In Proceedings of the 20th ACM International Conference
on Multimodal Interaction (ICMI ’18). Association for Computing Machinery, New
York, NY, USA, 298–306. https://doi.org/10.1145/3242969.3243018

[27] Rose Johnson, Kenton O’Hara, Abigail Sellen, Claire Cousins, and Antonio
Criminisi. 2011. Exploring the Potential for Touchless Interaction in Image-
Guided Interventional Radiology. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems (Vancouver, BC, Canada) (CHI ’11). As-
sociation for Computing Machinery, New York, NY, USA, 3323–3332. https:
//doi.org/10.1145/1978942.1979436

[28] Mohamed Khamis, Florian Alt, and Andreas Bulling. 2015. A Field Study on
Spontaneous Gaze-Based Interaction with a Public Display Using Pursuits. In
Adjunct Proceedings of the 2015 ACM International Joint Conference on Per-
vasive and Ubiquitous Computing and Proceedings of the 2015 ACM Interna-
tional Symposium on Wearable Computers (Osaka, Japan) (UbiComp/ISWC’15
Adjunct). Association for Computing Machinery, New York, NY, USA, 863–872.
https://doi.org/10.1145/2800835.2804335

[29] Mohamed Khamis, Axel Hoesl, Alexander Klimczak, Martin Reiss, Florian Alt, and
Andreas Bulling. 2017. EyeScout: Active Eye Tracking for Position andMovement
Independent Gaze Interaction with Large Public Displays. In Proceedings of the
30th Annual ACM Symposium on User Interface Software and Technology (Québec
City, QC, Canada) (UIST ’17). Association for Computing Machinery, New York,
NY, USA, 155–166. https://doi.org/10.1145/3126594.3126630

[30] Robert Langreth. 2021. The Five Things to Get Right Before the Next Pan-
demic. https://www.bloomberg.com/news/features/2021-02-03/steps-needed-
to-prevent-the-next-pandemic

[31] Dyani Lewis. 2021. COVID-19 rarely spreads through surfaces. So why are we still
deep cleaning? Nature 590, 7844 (Jan 2021), 26–28. https://doi.org/10.1038/d41586-
021-00251-4

[32] Jaime Lien, Nicholas Gillian, M. Emre Karagozler, Patrick Amihood, Carsten
Schwesig, Erik Olson, Hakim Raja, and Ivan Poupyrev. 2016. Soli: Ubiquitous
Gesture Sensing with Millimeter Wave Radar. ACM Trans. Graph. 35, 4 (July
2016), 19 pages. https://doi.org/10.1145/2897824.2925953

[33] Irene Lopatovska and Heyrling Oropeza. 2019. User interactions with “Alexa” in
public academic space. Proceedings of the Association for Information Science and
Technology 55, 1 (2019), 309–318.

[34] Ville Mäkelä, Tomi Heimonen, Matti Luhtala, and Markku Turunen. 2014. Infor-
mation Wall: Evaluation of a Gesture-Controlled Public Display. In Proceedings
of the 13th International Conference on Mobile and Ubiquitous Multimedia (Mel-
bourne, Victoria, Australia) (MUM ’14). Association for Computing Machinery,
New York, NY, USA, 228–231. https://doi.org/10.1145/2677972.2677998

[35] Agata Manolova. 2014. System for touchless interaction with medical images in
surgery using Leap Motion. In 9th International Conference on Communication,
Electromagnetic and Medical Applications (CEMA’14). Technical University of
Sofia, Sofia, Bulgaria, 5 pages.

[36] Nicolai Marquardt, Robert Diaz-Marino, Sebastian Boring, and Saul Greenberg.
2011. The Proximity Toolkit: Prototyping Proxemic Interactions in Ubiquitous
Computing Ecologies. In Proceedings of the 24th Annual ACM Symposium on User
Interface Software and Technology (Santa Barbara, California, USA) (UIST ’11).
Association for Computing Machinery, New York, NY, USA, 315–326. https:
//doi.org/10.1145/2047196.2047238

[37] Ray Massey. 2020. Has Covid-19 sounded the death knell for in-car touchscreens?
Jaguar Land Rover’s new contact-free technology helps to prevent the spread of
viruses. https://www.thisismoney.co.uk/money/cars/article-8549525/JLRs-new-
contactless-touchscreen-tech-prevents-spread-Covid-19.html

[38] Amy Maxmen. 2021. Has COVID taught us anything about pandemic prepared-
ness? Nature 596, 7872 (2021), 332–335. https://doi.org/10.1038/d41586-021-
02217-y

[39] David Meyer. 2021. Survey finds 3 out of 4 Riders SAY MTA cleaning For COVID
makes them feel safer. https://nypost.com/2021/01/19/3-out-of-4-riders-say-
mta-cleaning-for-covid-makes-them-feel-safer/

[40] JörgMüller, Dieter Eberle, and Konrad Tollmar. 2014. Communiplay: A Field Study
of a Public DisplayMediaspace. In Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI ’14). Association for Computing Machinery,
New York, NY, USA, 1415–1424. https://doi.org/10.1145/2556288.2557001

[41] Rajalakshmi Nandakumar, Vikram Iyer, Desney Tan, and Shyamnath Gollakota.
2016. FingerIO: Using Active Sonar for Fine-Grained Finger Tracking. In Proceed-
ings of the 2016 CHI Conference on Human Factors in Computing Systems (San Jose,
California, USA) (CHI ’16). Association for Computing Machinery, New York, NY,
USA, 1515–1525. https://doi.org/10.1145/2858036.2858580

[42] Kenton O’Hara, Gerardo Gonzalez, Abigail Sellen, Graeme Penney, Andreas
Varnavas, Helena Mentis, Antonio Criminisi, Robert Corish, Mark Rouncefield,
Neville Dastur, and Tom Carrell. 2014. Touchless Interaction in Surgery. Commun.
ACM 57, 1 (Jan. 2014), 70–77. https://doi.org/10.1145/2541883.2541899

[43] Kenton O’Hara, Richard Harper, Helena Mentis, Abigail Sellen, and Alex Taylor.
2013. On the Naturalness of Touchless: Putting the “Interaction” Back into
NUI. ACM Trans. Comput.-Hum. Interact. 20, 1, Article 5 (apr 2013), 25 pages.
https://doi.org/10.1145/2442106.2442111

https://doi.org/10.1016/S2666-5247(20)30003-3
https://doi.org/10.1080/10447318.2014.986642
https://doi.org/10.1080/10447318.2014.986642
https://doi.org/10.1177/1553350611425508
https://doi.org/10.1177/1553350611425508
https://doi.org/10.1145/3411170.3411260
https://doi.org/10.1145/2909132.2909282
https://doi.org/10.1016/S1473-3099(20)30561-2
https://doi.org/10.1016/S1473-3099(20)30561-2
https://doi.org/10.1145/2677199.2680588
https://doi.org/10.3389/frobt.2021.612750
https://doi.org/10.3389/frobt.2021.612750
https://doi.org/10.1371/journal.pntd.0008831
https://doi.org/10.1021/acs.estlett.0c00875
https://doi.org/10.1007/978-981-13-2694-3_2
https://doi.org/10.1145/2598510.2598568
https://doi.org/10.1109/TOH.2010.4
https://doi.org/10.1109/TOH.2010.4
https://doi.org/10.1145/3411764.3445581
https://doi.org/10.1145/3406100
https://doi.org/10.23919/iLRN52045.2021.9459415
https://doi.org/10.1145/2494091.2497332
https://doi.org/10.1145/2494091.2497332
https://doi.org/10.1145/3242969.3243018
https://doi.org/10.1145/1978942.1979436
https://doi.org/10.1145/1978942.1979436
https://doi.org/10.1145/2800835.2804335
https://doi.org/10.1145/3126594.3126630
https://www.bloomberg.com/news/features/2021-02-03/steps-needed-to-prevent-the-next-pandemic
https://www.bloomberg.com/news/features/2021-02-03/steps-needed-to-prevent-the-next-pandemic
https://doi.org/10.1038/d41586-021-00251-4
https://doi.org/10.1038/d41586-021-00251-4
https://doi.org/10.1145/2897824.2925953
https://doi.org/10.1145/2677972.2677998
https://doi.org/10.1145/2047196.2047238
https://doi.org/10.1145/2047196.2047238
https://www.thisismoney.co.uk/money/cars/article-8549525/ JLRs-new-contactless-touchscreen-tech-prevents-spread-Covid-19.html
https://www.thisismoney.co.uk/money/cars/article-8549525/ JLRs-new-contactless-touchscreen-tech-prevents-spread-Covid-19.html
https://doi.org/10.1038/d41586-021-02217-y
https://doi.org/10.1038/d41586-021-02217-y
https://nypost.com/2021/01/19/3-out-of-4-riders-say-mta-cleaning-for-covid-makes-them-feel-safer/
https://nypost.com/2021/01/19/3-out-of-4-riders-say-mta-cleaning-for-covid-makes-them-feel-safer/
https://doi.org/10.1145/2556288.2557001
https://doi.org/10.1145/2858036.2858580
https://doi.org/10.1145/2541883.2541899
https://doi.org/10.1145/2442106.2442111


CHI ’22, April 29–May 5, 2022, New Orleans, LA, USA Pearson, et al.

[44] Karri Palovuori, Ismo Rakkolainen, and Antti Sand. 2014. Bidirectional Touch
Interaction for Immaterial Displays. In Proceedings of the 18th International Aca-
demic MindTrek Conference: Media Business, Management, Content & Services
(Tampere, Finland) (AcademicMindTrek ’14). Association for Computing Machin-
ery, New York, NY, USA, 74–76. https://doi.org/10.1145/2676467.2676503

[45] Jennifer Pearson, Simon Robinson, Thomas Reitmaier, Matt Jones, Shashank
Ahire, Anirudha Joshi, Deepak Sahoo, Nimish Maravi, and Bhakti Bhikne. 2019.
StreetWise: Smart Speakers vs Human Help in Public Slum Settings. Association
for Computing Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/
3290605.3300326

[46] Aristotelis Perrakis, Werner Hohenberger, and Thomas Horbach. 2013. Inte-
grated operation systems and voice recognition in minimally invasive surgery:
comparison of two systems. Surgical endoscopy 27, 2 (2013), 575–579.

[47] Julie Rico and Stephen Brewster. 2010. Usable Gestures for Mobile Interfaces:
Evaluating Social Acceptability. In Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (Atlanta, Georgia, USA) (CHI ’10). Association for
Computing Machinery, New York, NY, USA, 887–896. https://doi.org/10.1145/
1753326.1753458

[48] Simon Robinson, Jennifer Pearson, Shashank Ahire, Rini Ahirwar, Bhakti Bhikne,
Nimish Maravi, and Matt Jones. 2018. Revisiting “Hole in the Wall” Computing:
Private Smart Speakers and Public Slum Settings. Association for Computing
Machinery, New York, NY, USA, 1–11. https://doi.org/10.1145/3173574.3174072

[49] Marco Roccetti, Gustavo Marfia, and Angelo Semeraro. 2012. Playing into the
wild: A gesture-based interface for gaming in public spaces. Journal of Visual
Communication and Image Representation 23, 3 (2012), 426–440. https://doi.org/
10.1016/j.jvcir.2011.12.006

[50] Guilherme Cesar Soares Ruppert, Paulo Henrique Junqueira Amorim, Thi-
ago Franco de Moraes, and Jorge Vicente Lopes da Silva. 2011. Touchless gesture
user interface for 3D visualization using Kinect platform and open-source frame-
works. In Proceedings of the Fifth International Conference on Advanced Research
in Virtual and Rapid Prototyping. Taylor & Francis, Oxford, UK, 215–219.

[51] Guilherme Cesar Soares Ruppert, Leonardo Oliveira Reis, Paulo Henrique Jun-
queira Amorim, Thiago Franco de Moraes, and Jorge Vicente Lopes da Silva.
2012. Touchless gesture user interface for interactive image visualization in
urological surgery. World journal of urology 30, 5 (2012), 687–691. https:
//doi.org/10.1007/s00345-012-0879-0

[52] Christos Sagonas, Epameinondas Antonakos, Georgios Tzimiropoulos, Stefanos
Zafeiriou, and Maja Pantic. 2016. 300 Faces In-The-Wild Challenge. Image Vision
Comput. 47, C (March 2016), 3–18. https://doi.org/10.1016/j.imavis.2016.01.002

[53] Antti Sand, Ismo Rakkolainen, Poika Isokoski, Jari Kangas, Roope Raisamo, and
Karri Palovuori. 2015. Head-Mounted Display with Mid-Air Tactile Feedback. In
Proceedings of the 21st ACM Symposium on Virtual Reality Software and Technology
(Beijing, China) (VRST ’15). Association for Computing Machinery, New York,
NY, USA, 51–58. https://doi.org/10.1145/2821592.2821593

[54] Antti Sand, Ismo Rakkolainen, Poika Isokoski, Roope Raisamo, and Karri
Palovuori. 2015. Light-weight immaterial particle displays with mid-air tac-
tile feedback. In 2015 IEEE International Symposium on Haptic, Audio and Vi-
sual Environments and Games (HAVE). IEEE, New York, NY, USA, 1–5. https:
//doi.org/10.1109/HAVE.2015.7359448

[55] Ava Scott, Thomas Reitmaier, Matt Jones, and Yvonne Rogers. 2021. Mind the
Gap: How Good Are We at Keeping Our Distance? Interactions 28, 4 (June 2021),
44–49. https://doi.org/10.1145/3469123

[56] Ingo Siegert. 2020. “Alexa in the wild”–Collecting unconstrained conversations
with a modern voice assistant in a public environment. In Proceedings of the
12th Conference on Language Resources and Evaluation (LREC 2020). European
Language Resources Association, Paris, France, 615–619.

[57] Salvatore Sorce, Vito Gentile, Cristina Enea, Antonio Gentile, Alessio Malizia,
and Fabrizio Milazzo. 2017. A Touchless Gestural System for Extended Informa-
tion Access Within a Campus. In Proceedings of the 2017 ACM SIGUCCS Annual
Conference (SIGUCCS ’17). Association for Computing Machinery, New York, NY,
USA, 37–43. https://doi.org/10.1145/3123458.3123459

[58] Fabius Steinberger, Marcus Foth, and Florian Alt. 2014. VoteWith Your Feet: Local
Community Polling on Urban Screens. In Proceedings of The International Sympo-
sium on Pervasive Displays (PerDis ’14). Association for Computing Machinery,
New York, NY, USA, 44–49. https://doi.org/10.1145/2611009.2611015

[59] Matt Strickland, Jamie Tremaine, Greg Brigley, and Calvin Law. 2013. Using a
depth-sensing infrared camera system to access and manipulate medical imaging
from within the sterile operating field. Canadian Journal of Surgery 56, 3 (2013),
E1. https://doi.org/10.1503/cjs.035311

[60] Ke Sun, Yuntao Wang, Chun Yu, Yukang Yan, Hongyi Wen, and Yuanchun
Shi. 2017. Float: One-Handed and Touch-Free Target Selection on Smartwatches.
Association for Computing Machinery, New York, NY, USA, 692–704. https:
//doi.org/10.1145/3025453.3026027

[61] Hitomi Tsujita and Jun Rekimoto. 2011. HappinessCounter: Smile-Encouraging
Appliance to Increase Positive Mood. In CHI ’11 Extended Abstracts on Human
Factors in Computing Systems (Vancouver, BC, Canada) (CHI EA ’11). Association
for Computing Machinery, New York, NY, USA, 117–126. https://doi.org/10.
1145/1979742.1979608

[62] London South Bank University. 2021. The pandemic’s mental toll:
new survey finds one in five suffer from Covid-19 Anxiety Syndrome.
https://www.lsbu.ac.uk/about-us/news/the-pandemics-mental-toll-new-
survey-finds-one-in-five-suffer-from-covid-19-anxiety-syndrome

[63] Nina Valkanova, Robert Walter, Andrew Vande Moere, and Jörg Müller. 2014.
MyPosition: Sparking Civic Discourse by a Public Interactive Poll Visualization.
In Proceedings of the 17th ACM Conference on Computer Supported Cooperative
Work & Social Computing (CSCW ’14). Association for Computing Machinery,
New York, NY, USA, 1323–1332. https://doi.org/10.1145/2531602.2531639

[64] Neeltje Van Doremalen, Trenton Bushmaker, Dylan HMorris, Myndi G Holbrook,
Amandine Gamble, Brandi N Williamson, Azaibi Tamin, Jennifer L Harcourt,
Natalie J Thornburg, Susan I Gerber, et al. 2020. Aerosol and surface stability of
SARS-CoV-2 as compared with SARS-CoV-1. New England Journal of Medicine
382, 16 (2020), 1564–1567. https://doi.org/10.1056/NEJMc2004973

[65] Graham Wilson, Thomas Carter, Sriram Subramanian, and Stephen A. Brewster.
2014. Perception of Ultrasonic Haptic Feedback on the Hand: Localisation and
Apparent Motion. In Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (Toronto, Ontario, Canada) (CHI ’14). Association for
Computing Machinery, New York, NY, USA, 1133–1142. https://doi.org/10.1145/
2556288.2557033

[66] World Health Organization. 2020. Cleaning and disinfection of environmental
surfaces in the context of COVID-19. https://www.who.int/publications/i/item/
cleaning-and-disinfection-of-environmental-surfaces-inthe-context-of-covid-
19.

[67] Hao Zhang, Yafeng Yin, Lei Xie, and Sanglu Lu. 2020. AirTyping: A Mid-Air
Typing Scheme Based on Leap Motion. In Adjunct Proceedings of the 2020 ACM
International Joint Conference on Pervasive and Ubiquitous Computing and Proceed-
ings of the 2020 ACM International Symposium on Wearable Computers (UbiComp-
ISWC ’20). Association for Computing Machinery, New York, NY, USA, 168–171.
https://doi.org/10.1145/3410530.3414387

https://doi.org/10.1145/2676467.2676503
https://doi.org/10.1145/3290605.3300326
https://doi.org/10.1145/3290605.3300326
https://doi.org/10.1145/1753326.1753458
https://doi.org/10.1145/1753326.1753458
https://doi.org/10.1145/3173574.3174072
https://doi.org/10.1016/j.jvcir.2011.12.006
https://doi.org/10.1016/j.jvcir.2011.12.006
https://doi.org/10.1007/s00345-012-0879-0
https://doi.org/10.1007/s00345-012-0879-0
https://doi.org/10.1016/j.imavis.2016.01.002
https://doi.org/10.1145/2821592.2821593
https://doi.org/10.1109/HAVE.2015.7359448
https://doi.org/10.1109/HAVE.2015.7359448
https://doi.org/10.1145/3469123
https://doi.org/10.1145/3123458.3123459
https://doi.org/10.1145/2611009.2611015
https://doi.org/10.1503/cjs.035311
https://doi.org/10.1145/3025453.3026027
https://doi.org/10.1145/3025453.3026027
https://doi.org/10.1145/1979742.1979608
https://doi.org/10.1145/1979742.1979608
https://www.lsbu.ac.uk/about-us/news/the-pandemics-mental-toll-new-survey-finds-one-in-five-suffer-from-covid-19-anxiety-syndrome
https://www.lsbu.ac.uk/about-us/news/the-pandemics-mental-toll-new-survey-finds-one-in-five-suffer-from-covid-19-anxiety-syndrome
https://doi.org/10.1145/2531602.2531639
https://doi.org/10.1056/NEJMc2004973
https://doi.org/10.1145/2556288.2557033
https://doi.org/10.1145/2556288.2557033
https://www.who.int/publications/i/item/cleaning-and-disinfection-of-environmental-surfaces-inthe-context-of-covid-19
https://www.who.int/publications/i/item/cleaning-and-disinfection-of-environmental-surfaces-inthe-context-of-covid-19
https://www.who.int/publications/i/item/cleaning-and-disinfection-of-environmental-surfaces-inthe-context-of-covid-19
https://doi.org/10.1145/3410530.3414387

	Abstract
	1 Introduction
	2 Background
	2.1 Touchless technology in widespread use
	2.2 Touchless interaction in research
	2.3 Public-facing touchless interface research

	3 Landscape of touch interactions and adaptions: observations, interviews and usage survey
	3.1 Device adaption study
	3.2 User adaption study
	3.3 Usage and behaviour survey
	3.4 Results

	4 Response
	5 Probe 1: retrofitting existing technology
	5.1 Example one: touchless button pressing
	5.2 Example two: providing discreet feedback for touchless technology

	6 Probe 2: adapting new technology for additional uses
	6.1 Deployment
	6.2 Summary

	7 Probe 3: replacing existing technology with touchless alternatives
	7.1 Example one: using computer vision
	7.2 Example two: using speech interaction

	8 Discussion and conclusion
	Acknowledgments
	References

