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ABSTRACT
In this paper and interactive exhibit we demonstrate a portfolio
of systems and approaches that progressively vary on the theme
of co-creating and situating spoken-language technologies to suit
the needs, functions, and ways of speaking of diverse, resource-
constrained, and under-heard language communities in SouthAfrica
and India. These systems demonstrate the benefits of human-centred
machine learning methodologies and showcase how language tech-
nologies and conversational systems can broaden digital participa-
tion of minoritised language communities.

CCS CONCEPTS
• Computing methodologies→ Speech recognition; •Human-
centered computing → Participatory design.
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1 INTRODUCTION
An unfortunate reality is that most of the 7000+ languages spo-
ken today have few – or no – existing digital language resources,
which are needed to spur the development of spoken language tech-
nologies and conversational user interfaces. Such local, vernacular
languages are generally spoken rather than written, lack standard-
ised orthographies, and may even be entirely un-written [3]. Over
the past three years, we have partnered with two such minoritised
language communities, in South Africa and India, and uncovered
salient opportunities for spoken language technologies to suit local
needs, functions, and ways of speaking. A recurring theme in this
line of research is the lack of representative datasets and access to
even rudimentary, interactive demonstrator system to showcase
and engage communities on what spoken language are and how
they might be(come) meaningful or useful in context.

Through our research, and in response to these challenges, we
have developed an open-source toolkit and adaptable blueprint:
for partnering with and engaging minoritised language communi-
ties to co-create representative datasets that foreground ethics and
consent; pipelines to develop interactive spoken language technolo-
gies; and, interactive demonstrator systems to deepen engagement,
gather feedback, and stimulate design discussions.

We acknowledge that our demonstrator systems lack the finesse
of more mainstream conversational systems for widely spoken
languages that have standarised orthographies and widely avail-
able digital language resources. However, through this interactive
demonstration we showcase the opportunities, innovations, and
novel contexts at the margins of CUI. Our systems and methods
also embody principles and practices that fall under the banner
of responsible AI, and thus offer a critical alternative to the data
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Figure 1: The SpeechBox system as it was deployed in an internet cafe (left) and spaza shop (right) in Langa over a period of
two weeks to gather spoken community responses on their experience of COVID-19 lockdowns.

mining practices, and questionable ethics, that undergird contem-
porary forms of spoken language systems [5]. Our demonstration
is therefore also intended to provoke reflection and open up and
advance such critical conversations.

2 CONTEXT
The demo consists of two journeys: one beginning in Langa, an
isiXhosa-speaking community on the outskirts of Cape Town, South
Africa; and the other in an agrarian community of Banjara tribes-
people in Western India.

Langa is the oldest township in Cape Town, and was one of the
original areas set aside for nonwhites during apartheid rule. The
township is now classified as a previously disadvantaged area and
has about 50,000 residents. While most residents speak isiXhosa
at home, they draw on a linguistic repertoire of more than one
language (e.g., English, Afrikaans, and/or isiZulu, amongst others)
and often switch from one language to another in their daily inter-
actions, a process that residents refer to as ‘mixing’ and linguists
refer to as ‘codeswitching’ [9].

Access to and usage of digital technologies is strongly shaped
by high data costs. Platforms like WhatsApp with subsidised data
rates that compress digital media (e.g., pictures, audio and videos)
before sending them, or peer-to-peer protocols with no associated
data costs, are more popular than streaming services [6, 14]. Lan-
guage speakers have limited practice with the written norms of
the language, which have not kept abreast with the vibrancy and
innovation of the language [7], particularly as it is spoken and
mixed in public spaces in Langa. Consequently, residents of Langa—
and the specific ways they speak and mix languages—are poorly
represented in online spaces and existing speech datasets [2].

The Banjara tribe we partnered with in India were previously
nomadic until forced to settle by British colonial rule. They speak
a language called Gormati which does not have an indigenous
script [4, p. 57], nor digital language resources. In this insular com-
munity, kith and kin speak Gormati to each other, however outside
of their community use regional (Marathi) and national (Hindi)

languages to converse [4, p. 53]. A major barrier to digital participa-
tion is text-input (see [8]), especially since older generations often
cannot read or write, however data costs in India are some of the
cheapest in the world and are locally affordable.

Our systems and approaches are tailored to the linguistic and
digital ecology of each community and have been refined and stress-
tested through deployments. The contrasting challenges of these
communities tests the suitability of the toolkit to be applied to a
number of contexts and languages.

3 LANGA SYSTEMS
Early on in our research we uncovered widespread voice messaging
practices of community members in Langa, who identified the
use-cases of searching for old voice messages using automatically
generated transcripts and reading transcripts of incoming voice
messages in situations where it is not possible to listen privately
(e.g., in a bus)[10]. However, such informal conversations, which
featured pervasive code-switching between isiXhosa and English
(see example in Table 1) was poorly supported by automatic speech
recognition (ASR) systems trained on existing datasets [2] that
lacked this vibrant and innovative language use.

3.1 Data collection using the SpeechBox
To gather more representative data that reflect the ways in which
people in Langa speak in everyday life, we created, tailored, and
deployed our SpeechBox system. It enables community members
with little technological exposure, and budget for expensive data
packages, to contribute their experiences about a topic of interest
to a wider public audio collection. Deployed in public spaces, the
device requires no prior training, and allows community members
to share verbal narratives at the touch of a button.

The SpeechBox runs on bespoke client and sever software that
in essence (1) prompts users to record their perspectives on a topic
of community interest, (2) gives users an opportunity to re-listen
(and if necessary re-record) the story, before (3) confirming that
they are happy to add their narrative to the public collection, which
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Figure 2: The main TranscriptTool interface to involve community members in the transcription of collected speech responses:
(a) as a screenshot taken from the instruction video and (b) installed on a participant’s phone with a cracked screen. Figure (c)
shows the interactive demonstrator as it was deployed in one of five shops in Langa over a period of three weeks.

Table 1: Example community-sourced transcription and translation of a story recorded on the SpeechBox with code-switching
highlighted in bold.

Transcription Translation
iStory sam about iCovid . . . iye ndaphelelwa ngumsebenzi due
iCovid and I lost uMakhulu wam oye wagula ngesaquphe senditsho
uba . . . even nakwi community ithi abantu balahlekelwe zizihlobo
zabo

My story about covid . . . I lost my job due to covid and I lost my
grandmother who fell ill suddenly . . . even in the community people
have lost their friends

then uploads and stores their contribution on the server. Optionally,
the user can input their mobile number to receive a small incen-
tive payment1. We configured the SpeechBox to invite community
members to record and reflect on their experiences of COVID-19
lockdowns, which at the time was a topic of great interest.

During a two-week deployment of two appliances in a local shop
and internet cafe in Langa, we collected 318 audio recordings [11].
The contents of the recordings reflected the messiness and dynamic
language of social life in Langa writ large that are missing from
existing isiXhosa speech datasets (see example Table 1).

For our demo at CUI2024, we will invite attendees to record and
reflect on their experiences at the conference. For online attendees
we will place a webcam, microphone, and speaker in front of a
second dedicated SpeechBox, and will press the physical buttons
on their behalf.

1Mobile numbers are deleted after payment is made and are not linked to recordings

4 COMMUNITY-SOURCED TRANSCRIPTION
USING THE TRANSCRIPTTOOL

We developed a mobile-friendly transcription app to involve com-
munity members in the transcription of collected audio data (see
Fig. 2a). The app supports and scaffolds the core audio transcription
task, by breaking longer recordings into 5-second segments and
overlapping consecutive segments slightly to ensure that if a word
is cut-off at the end of one segment, it can be easily picked up in
the start of the next segment. The tool also extends HCI/ASR schol-
arship on crowdsourced transcription because it does not depend
on an existing ASR systems (e.g., [13]) or support only read speech
(e.g., [1]).

Involving community members in the transcription of audio
surfaced key insights on how isiXhosa is a weakly-standardised
language and how written norms have not kept abreast with the
vibrancy and innovation of the language [7], particularly as it is
spoken and mixed in public spaces in Langa. Consequently, the
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Figure 3: Diagram of our voice search toolkit to develop speech-based information retrieval systems for un-written languages.

community transcribed dataset challenges the orthodoxies and
assumptions of ASR development pipelines.

For our demo at CUI2024, we will invite attendees to transcribe
the recording they created previously using the TranscriptTool. If
attendees did not consent to sharing their recording, they will be
able to transcribe a different example recording instead. Online
attendees will be able to use the TranscriptTool through screen-
sharing.

4.1 Interactive Demonstrator
The final systems feeds back research results to community mem-
bers and demonstrates a further use-cases for speech and language
technologies in communities of minoritised language speakers. It
gives community members the opportunity to query the corpus of
collected stories on people’s experiences of lockdown. It leverages
an ASR system that was trained and tuned using a combination
of existing isiXhosa language resources and with the help of data
gathered in community collaboration.

Five instances of this system were deployed in Langa over a
three week period in several shops (see Fig. 2c (right)). The system
prompts users that it contains stories of lockdown, and that they
can query that collection by stating a topic. The system transcribes
the query and attempts to match it to stories in the corpus. Matched
stories are then played back on the device. Around a third of queries
generated a response on the device. Few participants chose to re-
spond to the post-interaction rating question, but of those who did,
66 % rated the result as relevant [11].

For our demo at CUI2024, we will configure the interactive
demonstrator to query and playback stories from the corpus that
conference attendees recorded on the SpeechBox and then also
explicitly consented to sharing. The system will be driven by an
English ASR system. We will place a webcam, microphone, and
speaker in front of a second device dedicated for online attendees
and will press the physical buttons on their behalf.

5 BANJARA SYSTEMS
The systems we developed (Fig. 3) as part of our partnership with
the Banjara community in India respond to the fact, that like the
other ~3,000 endangered languages spoken across the world, their
language does not have a written form, and have no digital lan-
guage resources. Combining ethnographic and participatory meth-
ods reported elsewhere [11], we uncovered a first use-case for and

demonstration of spoken language technologies in Gormati: an
information retrieval system for multimedia content.

Without access to any existing Gormati language data, we split
the core information retrieval system into two components: a mul-
tilingual phone recogniser and a ranker. We also asked community
members to record multiple voice annotations describing each me-
dia item they wanted to store and retrieve. In total we collected 30
media items with ~4h of voice descriptions.

We used a multi-lingual phone recogniser trained on transcribed
speech data from well-resourced languages to transcribe queries
and annotations into phone sequences. We then trained the ranker
to predict how these phone sequences correspond to each media
item in the collection. Community evaluations showed how our
system was able to return the relevant media item in response to a
spoken query as a top-5 result 74% of the time.

Our demonstration consists of three main components: data col-
lection; model training and a retrieval application. For the demon-
stration, this toolkit will be used to store and retrieve videos in
response to spoken queries. The data collection, ranking, and voice
retrieval systems all run entirely locally on a Raspberry Pi for com-
munities to interact with, thus eliminating the need for data which
can be costly and unreliable in digitally under-served populations.

5.1 Data Collection
Through our community-centred approach to data gathering, we
ensure that language data is representative of everyday speech in
the community and recruited community members to contribute
and annotate media relevant to their context (i.e., farming images
and video).

We experimented with digital storytelling software to collect
both media items and voice annotations (see Fig. 4), and then piv-
oted to WhatsApp for adding new media and recording annotations
in dedicated groups that we created for each media item. This pivot
allowed us to leverage community member’s familiarity with What-
sApp, but it became difficult for both researchers and participants
to keep track of which media items are still in need of further anno-
tation. We have since refined our approach to the web application,
which can run on a Raspbery Pi micro-computer, seen in Figure 4.

For our demo at CUI2024, we will pretend that English is an un-
written language without any existing digital language resources.
We will invite attendees to share photos and videos that are appro-
priate for, and of broad interest to, other attendees by posting these
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Figure 4: (a) Training community members to use the datacollection probe. (b–d) The data collection website pages for recording
audio annotations for given media.

to a WhatsApp account. Furthermore, attendees will also have the
opportunity to record voice annotations, describing videos that
have previously been shared. Before any sharing takes place, atten-
dees will need to consent to other attendees viewing or listening to
recordings. Online attendees will also be able to contribute through
screen and/or link sharing.

5.2 Model Training
The decoupled architecture of our information retrieval system,
allows us to rapidly prototype and bootstrap the systemwith almost
zero hours of spoken content in the target language. Furthermore,
the system can be quickly retrained when new media items are
added or further voice annotations are recorded.

During our demo at CUI2024, attendees will be able to explore
the corpus of media items and voice annotations. They can also
press the button to retrain the ranker and witness how quickly
the ranker can be retrained (usually within a few seconds). Online
attendees will also be able to participate through screen sharing.

5.3 Retrieval Application
Following the training of the model, the voice search retrieval can
be evaluated. We present a simple mobile application for this com-
ponent: after speaking a query the user is shown the top-ranking
media result as generated by our ranker. The user can then rate
the result using either the green checkmark or red X-mark buttons,
after which the next media in the ranked list is displayed.

During our demo at CUI2024, attendees will be able to query the
collection of media items on a provided mobile phone. Through
screen sharing, online attendees will also be able to interact with
the mobile app, running on an emulator.

Figure 5: The media retrieval demonstrator app’s screens for
querying (left) and viewing/rating query results (right).

6 CONCLUSION
This demonstration presents a simple toolkit for developing a
speech-based information retrieval system for low-resource lan-
guages. In this way the demonstration also respond to Seymour
et al.’s provocative question of “Who are CUIs Really For?” and their
finding that “participants recruited for user studies [published at
CUI] were overwhelmingly from Europe and North America”.[12].
Our research and toolkit thus also serve to stimulate discussions
around approaches to include digitally and linguistically under-
served populations within the CUI community and how this can
be practically achieved through community partnerships.
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